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Research Group HEAL

Research Group
Å 5 professors

Å 7 PhD students

Å Interns, Master and Bachelor students

Research Focus
Å Problem modeling

Å Process optimization

Å Data-based structure identification

Å Supply chain and logistics optimization

Å Algorithm development and analysis

Industry Partners (excerpt)

Scientific Partners
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Metaheuristics
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Metaheuristics
Å Intelligent search strategies

Å Can be applied to different problems

Å Explore interesting regions of the search space (parameter)

Å Tradeoff: computation vs. quality

- Good solutions for very complex problems

Å Must be tuned to applications

Challenges
Å Choice of appropriate metaheuristics

Å Hybridization

Finding Needles in Haystacks
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Research Focus
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Production planning and 
Logistics optimization

ES

VNS

SA

PSO

SEGA
GATS

SASEGASA

GP

Machine Learning

Neural Networks

Statistics

Operations
Research

Modeling and 
Simulation

Structure Identification
Data Mining
Regression
Time-Series
Classification

ALPS
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HeuristicLab
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Open Source Optimization Framework HeuristicLab
Å Developed since 2002

Å Basis of many research projects and publications

Å 2nd place at Microsoft Innovation Award 2009

Å HeuristicLab3.3 since May 2010 under GNU GPL

Motivation und Goals

Å Graphical user interface for interactive development, analysis  and 
application of optimizations methods

Å Numerous optimization algorithms and optimization problems

Å Support for extensive experiments and analysis

Å Distribution through parallel execution of algorithms

Å Extensibility and flexibility (plug-in architecture)

Cluster at campus Hagenberg

Å Research cluster (since March 2006) with 14 cores

Å Dell Blade system (since January 2009) with 112 cores

Å 200-300 lab computers at campus Hagenberg(since 2011)

Å High performance cluster (2016)

http://dev.heuris
ticlab.com
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Where to get HeuristicLab?

Download binaries
Å deployed as ZIP archives
Å latest stable version 3.3.13

- released on November 20th, 2015 (Windischgarsten)
Å daily trunk builds
Å http://dev.heuristiclab.com/download

Check out sources
Å SVN repository
Å HeuristicLab3.3.13 tag

- http://dev.heuristiclab.com/svn/hl/core/tags/3.3.13
Å current stable branch

- http://dev.heuristiclab.com/svn/hl/core/stable

License
Å GNU General Public License (Version 3)

System requirements
Å Microsoft .NET Framework 4.0 Full Version
Å RAM and CPU power
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http://dev.heuristiclab.com/download
http://dev.heuristiclab.com/svn/hl/core/tags/3.3.13
http://dev.heuristiclab.com/svn/hl/core/stable
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Available Algorithms

Population-based

CMA-ES

Evolution Strategy

Genetic Algorithm

Offspring Selection Genetic Algorithm

Island Genetic Algorithm

Island Offspring Selection Genetic Algorithm

Parameter-less Population Pyramid (P3)

SASEGASA

Relevant Alleles Preserving GA (RAPGA)

Genetic Programming

NSGA-II

Scatter Search

Particle Swarm Optimization

Trajectory-based

Local Search

TabuSearch

Robust Taboo Search

Variable Neighborhood Search

Simulated Annealing
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Data Analysis

Linear Discriminant Analysis

Linear Regression

Multinomial LogitClassification

k-Nearest Neighbor

k-Means

NeighbourhoodComponent Analysis

Artificial Neural Networks

Random Forests 

Support Vector Machines

Gaussian Processes 

Additional Algorithms

User-defined Algorithm

Performance Benchmarks

Hungarian Algorithm

Cross Validation

LM-BFGS
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Available Problems

Combinatorial Problems

Traveling Salesman

Vehicle Routing

Knapsack

NK[P,Q]

Job Shop Scheduling

Linear Assignment

Quadratic Assignment

OneMax

Orienteering

Deceptivetrap

Deceptivetrap step

HIFF

Genetic Programming Problems

Symbolic Classification

Symbolic Regression

Symbolic Time-Series Prognosis

Artificial Ant

Lawn Mower

Additional Problems

Single-Objective Test Function

User-defined Problem

Programmable Problem

External Evaluation Problem 
(Anylogic, Scilab, MATLAB)

Regression, Classification, Clustering

Trading

Grammatical Evolution
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State of the Art 
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Typicalapproach
Å Modeling of singletasks

-Warehouse

- Productionplanning

- Inhouselogistics

- Transport logistics

Å Adaptation of standardproblemfrom the literature (JSSP, CVRP, e.g.)

Å Optimizationwith metaheuristics, exactsolversor hybrid approaches

Recenttrends
Å Integrated modelingor interrelatedtasks

- Matheuristicswhichareableto combinetwo tasks(packingand routinge.g.)

- Simulation-basedoptimization

Limitations
Å Limitation to just a coupleof tasksthat canonlybe describedby complexmodels

Å Modeling of specificconstraintsisdifficult

Å Limitationsin termsof modularityandreusability
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OptimizationNetwork
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Orchestration and Analysis

Solution Analysis and 
Integration

Algorithm and Problem 
Analysis

Optimization 
Node (e.g. Fault 

Prediction)

Optimization 
Node (e.g. 
Scheduling)

Optimization 
Node (e.g. Routing)

Optimization 
Node

(e.g. Time Series 
Modeling)

Optimization Results (Returned 
from Nodes)
Å Partial Solutions
Å Algorithm Performance
Å Problem Characteristics

Parameter Sets (Sent to Nodes)
Å Problem Parameters
Å Algorithm Selection
Å Parameter Selection
Å Runtime Distribution
Å Diversification
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Fitness LandscapebasedAlgorithm
Prediction

Fitness LandscapeAnalysis
Å Calculationof featuresin order to

characterizeprobleminstances[PA12, 
VFM03]

- ruggedness

- neutrality

- misleading

Å Visualizationwith probleminstancemap

- projectionslike PCA, MDS, SOM
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[PA12] Pitzer, E. andAffenzeller, M., 2012. A comprehensivesurveyon fitnesslandscapeanalysis.
In RecentAdvancesin Intelligent Engineering Systems (pp. 161-191). Springer Berlin Heidelberg.
[VFM03] Vassilev, V. K., Fogarty, T. C., andMiller, J. F. 2003. Smoothness, RuggednessandNeutralityof Fitness Landscapes: FromTheoryto Application.
In: Ghosh, A., Tsutsui, S. (eds.) Advancesin EvolutionaryComputing: TheoryandApplications, pp. 3-44. Springer-Verlag New York, Inc.
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Fitness LandscapebasedAlgorithm
Prediction

Algorithm performance
Å Israndomvariablee[HS98]

Å Probabilityof obtaininga certaingoalw.r.t. 
effort

Å Comparisonby mean[AH05]

Å Empiricaldistribution function(ECDF) for
vizualization

Cluster classification
Å k-Meansfor clusteringof meanvalue(k = 5)

- Performance classes1-5

Å Additional classif algorithmneverreaches
the goal(class6)
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[HS98] Hoos, H. H. & Stützle, T. EvaluatingLas Vegas Algorithms- PitfallsandRemedies.
Proceedingsof the FourteenthConference on Uncertaintyin Artificial Intelligence(UAI-98), Morgan Kaufmann, 1998, pp. 238-245.
[AH05] Auger, A. & Hansen, N. Performance evaluation of an advanced local search evolutionary algorithm.
Proceedings of the 2005 IEEE Congress on Evolutionary Computation (CEC), 2005, 2, pp. 1777-1784.


